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Download 2 datasets on your duo:

1. FMBF_Prac2(1).xls

2. ppp(1).xls



3 ways to conduct cointegration analysis

1. Engle-Granger (EG) procedure

2. Johansen approach

3. Engle-Yoo (EY)



1. Engle-Granger Procedure: 2 steps

1.1 Check whether Yt and Xt are non-stationary, I(1) or I(2)

1.2 Check whether the error term/residuals,     , is I(0)

2. If we satisfy both conditions, we conclude that Yt and Xt are 
cointegrated so can run the ECM.

 yt = 1xt + 2(    ) + ut (1)

 yt = 1xt + 2(yt-1-xt-1) + ut (2)
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Why Johansen approach?

Engle-Granger (EG) Weaknesses Solutions

1 Unit root and cointegration tests have low power in 
finite samples

Large sample

2 We are forced to treat the variables asymmetrically 
and to specify one as the dependent and the other as 
independent variables.

Johansen approach

3 Cannot perform any hypothesis tests about the 
actual cointegrating relationship estimated at stage 1.

Johansen or Engle-Yoo approach

Source: Brooks, Lecture 7, p.48



Some models at Johansen Approach 

Option/assumption Cointegrating Equation (CE) VAR 
intercept

Algebraic form

Intercept Trend

1. no deterministic trend - - -

2. no deterministic trend V - -

3. linear deterministic trend V - V

4. linear deterministic trend V V -

5. quadratic deterministic trend V V V

6 Provides the summary all of the options

More details about those options go to: 
http://www.eviews.com/help/helpintro.html#page/content/coint-
Johansen_Cointegration_Test.html

http://www.eviews.com/help/helpintro.html#page/content/coint-Johansen_Cointegration_Test.html


How to decide the lag?

Run VAR: 

• Click all the variables > right click: open as a group

• Proc > make vector autoregression …

• Choose ‘unrestricted VAR’

• Input the lag intervals ‘1 3’ (well, it does not matter in this context) > ok

• View > lag structure > lag length criteria

• Finally, now we can choose the lag! Lets choose 3 ( based on AIC)



2 Johansen test statistics

1. trace

2. max



Johansen test statistics
trace/max hypotheses:

H0: r = 0 vs H1: 0 < r  g

H0: r = 1 vs H1: 1 < r  g

H0: r = 2 vs H1: 2 < r  g

...

H0: r = g-1 vs H1: r = g

• r=rank, number of cointegration(s); 

• g=number of variables.

• T-stat (trace / max ) > CV : reject H0

Full rank, so the 
variables=I(0)



How to get the p-values



• But there is no p-value, how to get it?

• Proc > make system > order by variable

• Copy the model the 1st model

(Standard errors)

[T-stat]

Coefficient



quick > estimate equation > right click: paste > ok



• The p-values

• If the C1 is negative and significant, we 
conclude that there is long run 
relationship among the variables.



• Next, lets check the short run 
relationship between LnX and 
LnIT which are captured by 
C(5), C(6) and C(7)
• Do wald test: view > coeff

diagnostics > wald test

• Type: C(5)=c(6)=c(7)=0, (H0)

• P-value < 5%: not reject H0, no 
short run relation between LnX
and LnIT. 

• Then, check the short run 
relation for the other variables

The short run relationship between Yt and Xt



Next:

• Check R-squared, the larger = the 
better model

• Prob(F-stat)<5%: significant, model is 
fine


