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FMBF: Computer lab 2 
 
This session covers the topic of cointegration. Specifically, we will conduct cointegration analysis by 

using the Engle-Granger procedure and Johansen approach. Engle-Granger procedure is a 

residuals-based approach, while the Johansen technique is based on VARs. 

 
Engle-Granger procedure 
We will examine the cointegration between two stock price indexes – S&P 500 and FTSE All-Share. 

Data Preparation 

1. Download the data file ‘FMBF Prac2.xls’ from duo. The file contains monthly price index data 

on the S&P 500 and FTSE All Share from January 1965 to January 2004. 

2. Open the data by EViews. In the first computer lab, we have explained how to open xls file by 

Eviews in detail. However, this data file does not include the time variable, we should manually 

change the structure of the data. Specifically, ‘Basic structure’ should be ‘Dated – regular 

frequency’. ‘Frequency’ should be ‘Monthly’. ‘Start date’ should be ‘1965’. 

 
3. Generate the logarithms of the two time series. Quick > Generate Series 

𝑙𝑛𝑠𝑝 = log  (𝑠_𝑝) 

𝑙𝑛𝑓𝑡𝑠𝑒 = log  (𝑓𝑡𝑠𝑒) 
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Make sure that the two time series are I(1) 

Most financial variables are I(1) series. To conduct the EG procedure, we should firstly check 

whether the two time series are I(1), by conducting unit root test. 

1. Conduct unit root test for ‘lnsp’. Since unit root test has been explained in Computer lab 1, this 

session will not show it in detail.  

Following windows show the results for the unit root test for the level and first difference of the 

‘lnsp’. 

 

 

LNSP is non-stationary, while D(LNSP) is stationary. The results suggest that the ‘lnsp’ is an I(1) 

variable. 
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2. Conduct unit root test for ‘lnftse’. Since unit root test has been explained in Computer lab 1, this 

session will not show it in detail.  

Following windows show the results for the unit root test for the level and first difference of the 

‘lnftse’. 

 

 

LNFTSE is non-stationary, while D(LNFTSE) is stationary. The results suggest that the ‘lnftse’ 

is an I(1) variable. 

Overall, above results indicate that both the time series are I(1). 
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Generate the residuals of the cointegration regression and ensure the residuals are I(0) 

1. Regress ‘lnsp’ on ‘lnftse’ and a constant using OLS.  

Quick > Estimate Equation 

In the Equation Estimation window, input ‘lnsp c lnftse’. ‘Method’ should be ‘LS – Least 

Squares (NLS and ARMA)’. 
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2. Save the residuals by generating a new series that equals ‘resid’. 

Quick > Generate Series 

Input following equation: 

𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙𝑠 = 𝑟𝑒𝑠𝑖𝑑 

 

Note: 

‘resid’ is an EViews series that gets filled up each time after you conduct a regression. It shows 

the residuals from the last estimation. If you want to further use the residuals (e.g. conduct ADF 

test for residuals), you should save them in a new series. 

 

There is also another way to generate residuals. In the ‘Equation’ window, Proc > Make Residual 

Series 
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Then, in the ‘Name for resid series’ box, input ‘residuals’ as the variable name. 

 
We will get same results. 

 

3. Conduct unit root test for residuals to examine whether they are I(0).  

Note:  

The ADF test is performed but the Engle-Granger critical values should be applied. You should 

check the new critical value. The software here just shows the critical value for ADF test. The 

new critical values are larger than their Dickey-Fuller counterparts.  
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Above results suggest that the residuals are non-stationary.  

Note: 

If the two time series are cointegrated, the residuals should be stationary. However, in our case, 

residuals are non-stationary, indicating no cointegrating relation. 

 

Construct ECM model 

If appropriate (i.e. if the two series are cointegrated), build an ECM, by regressing d(lnsp) on a 

constant, d(lnftse) and the one-period lagged residuals that were previously saved. You can conduct 

the regression by inputting following codes in Equation Estimation window: 

d(lnsp) c d(lnftse) residuals(-1) 

or writing following codes in command window: 

ls d(lnsp) c d(lnftse) residuals(-1) 

In above codes, ‘ls’ refers to ‘least square’. In other words, it will conduct OLS regression with 

dependent variable d(lnsp), and independent variables, including c, d(lnftse), and residuals(-1). 

 

However, according to the unit root test of the residuals, since the residuals are not stationary, it is 

not appropriate to put the non-stationary residuals into the ECM. Therefore, we should estimate a 

model containing only first differences. We can write following codes in command window: 

ls d(lnsp) c d(lnftse) 

 

 

 

Johansen Approach 
We will use Johansen technique to examine purchasing power parity (PPP) theory. The PPP theory 

can be described by following equation: 

𝑆! = 𝑃! 𝑃!∗ 

where St is the spot exchange rate (home currency price of a unit of foreign exchange), Pt is the price 

in the domestic country, and the Pt
* is the price in the foreign country. 

Take the natural logarithm of both sides of above equation: 

𝑙𝑛  (𝑆!) = 𝑙𝑛(𝑃! 𝑃!∗) 

Finally, we get following equation 

𝑙𝑛(𝑆!) = 𝑙𝑛 𝑃! − 𝑙𝑛  (𝑃!∗) 

We can use Johansen approach to test above equation. 
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Please download the file ‘ppp.xls’ from DUO and use EViews to open it. The data contains monthly 

observations from January 1981 to June 1996 on price indices and exchange rates for France and 

Italy. The variables contained in the file are described as follows: 

Variable Description 

lnit log price index Italy 

lnfr log price index France 

lnp lnit-lnfr 

lnx log exchange rate France/Italy 

cpiit consumer price index Italy 

cpifr consumer price index France 

We will examine the relations between ‘lnx’, ‘lnit’ and ‘lnfr’. 

 

 

Johansen Cointegration Test 

 

1. Select the three series ‘lnx’, ‘lnit’ and ‘lnfr’ and then click Quick > Group Statistics > Johansen 

Cointegration Test 
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Then, click on ‘OK’ 

 

2. Choose ‘6) Summarize all 5 sets of assumptions’, and input ‘1 3’ in the ‘Lag intervals’ box. 

 

The differences between models 1 to 5 focus on whether an intercept or a trend or both are 

included in the potentially cointegrating relationship and/or the VAR. We choose option 6 that 

summarize all 5 sets of assumptions to examine whether the results are sensitive to the type of 

specification used. 
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3. We get following results. The results show the number of cointegrating vectors based on trace 

statistics or max statistics. In our tests, trace statistics and max statistics lead to same results in all 

the specifications of VAR models. The first and third specifications suggest one cointegrating 

vector. The second and fourth specifications suggest two cointegrating vectors. Please pay 

attention on the fifth specification. We have three series. If the rank of the cointegrating matrix is 

three (i.e. full rank), all the series in the cointegrating space should be I(0).  

 
We can use different lag intervals in the test. For example, we input ‘1 6’ in the ‘Lag intervals’ 

box. Try to do it, and find whether it will lead to different results.  

 

For questions on how to decide the number of lagged terms to be used in the tests and how to 

choose the optimal specification, we have explained these kinds of issues in our first computer 

lab. Please check the note of our first computer lab. 

 



	
   11	
  

Although we have inconclusive results on the number of cointegrating vectors, the results are in 

favor that the three series are cointegrated. 

 

 

4. If we want to check more detailed information for particular test specification, we can just select 

one of the options rather than select the summary. For example, we select option ‘3) Intercept (no 

trend) in CE and test VAR’. 

 

 

 

5. EViews generate a very large quantity of output. It shows the detailed information on trace test 

and max test. It also shows the cointegrating equations. 
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VECM specification for Johansen tests 

To examine the entire VECM model, we should operate as follows. 

1. In the ‘Johansen Cointegration Test’ window, click Proc > Make Vector Autoregression 

 
2. In ‘Basics’ tab, select ‘Vector Error Correction’ as ‘VAR Type’. Input ‘1 3’ in the ‘Lag Intervals 

for D(Endogenous)’ box. 
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3. Click ‘Cointegration’ tab.  

 

Input ‘1’ in the ‘Number of cointegrating’ box. In this case, we allow for only one cointegrating 

relationship. 

 

Select option ‘3) Intercept (no trend) in CE and VAR’. In other words, we construct a VECM 

model with constant (no trend) in cointegrating space and VAR. 

 

 

 

4. Finally, we get following output. It shows the whole VECM model. 
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