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Eviews Practicals – Time Series

• Computer Lab 1: 

Box-Jenkins Methodology,

Unit Root Tests

• Computer Lab 2:

Cointegration Tests (Engle-Granger & 
Johansen)

• Computer Lab 3:

ARCH/GARCH Modelling

Forecasting from GARCH Models

• Computer Lab 4:

Practice Review
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Johansen’s Approach to Cointegration

Consider• two variables, Xt and Yt, each of which
is integrated of order 1:

• Xt  ̴ I(1) and 

• Yt  ̴ I(1)

It • can be shown that at most there exist only one 
cointegrating vector. 

But how about • when we consider more than 2 
variables?

Also• , how to choose the dependent variable? 
Residuals vary based on which time series is set 
as the DV. 
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Johansen’s Approach to Cointegration

• If we have « n » variables, there can be up to 
« n-1 » cointegrating vectors. 

• Each of these form a long-run equilibrium
relationship between the variables.

• Johansen (1988) developped a method for 
both:

Determining how many cointegrating
vectors there are, and

Estimating all the distinct relationships. 
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Johansen’s Approach to Cointegration

• Cointegration refers to a linear combination of 

nonstationary variables,

• The Johansen test approaches the testing for 

cointegration by examining the number of 

independent linear combinations (r) for an « n » 

time series variables set that yields a stationary

process. 
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Johansen’s Approach to Cointegration

• X1,t = α1 + δ1 Z1,t + δ2 Z2,t + …+ δp Zp,t + ε1,t

• X2,t = α2 + φ1 Z1,t + φ 2 Z2,t + …+ φp Zp,t + ε2,t

• …

• Xn,t = αn + ψ1 Z1,t + ψ 2 Z2,t + …+ ψp Zp,t + εn,t

• The number of independent linear combinations (r) is
related to the assumed number of common non-stationary
underlying process (p) as follows: p= n-r

• In other terms: the rank of the matrix is the same as 
the number of cointegrating vectors.

• Note:

• Full rank = when all the vectors in a matrix are linearly
independent = all the series in the cointegrating space
should be stationary (i.e I(0), i.e the variables do not have 
unit roots).
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Johansen’s Approach to Cointegration

• The number of independent linear combinations (r) 
is related to the assumed number of common non-
stationary underlying process (p) as follows:

p = n-r

• Three possible outcomes:

1) r=0, p=n : in this case, time series variables are 
not cointegrated.

2) 0<r<n, 1<p<n: in this case, the time series are 
cointegrated.

3) r=n, p=0, all time series are stationary (I(0) to 
start with; Cointegrating is not relevant here. 
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An illustration of the Johansen’s

Approach to Cointegration

• By examining the number of independent

combinations, we are indirectly examining the 

cointegration existence hypothesis. 

• The Johansen test is performed through two

statistics: 

• The Trace Test (λtrace) and,

• Maximum Eigenvalue (λmax) .
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The Trace Test Statistic λtrace

• The trace test examines the number of linear

combinations (r) to be equal to a given value 

(r0) and the alternative hypothesis for « r » to 

be greater than r0 :

• H0 : r= r0

• H1 : r> r0

• To test for the existence of cointegration using

the trace test, we set r0 = 0 (No Cointegration), 

and examine whether H0 can be rejected (i.e

there is at least one cointegration relationship). 
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The Trace Test Statistic λtrace

• H0 : r= r0

• H1 :   r> r0

• We proceed sequentially from r=0 to r= n-1 

• Compare λtrace  to 5% critical value:

• if λtrace is > the 5% Critical Value     Reject H0

Null
Hypothesis

Alternative 
Hypothesis

Λtrace

Value

5%  Critical
Value

10%  Critical
Value

r=0 r > 0 λtrace (0)

r ≤ 1 r > 1
λtrace (1)

r ≤ 2 r > 2 
λtrace (2)

Not advised to 

reject H0  based on 

the 10% Critical

value as using wide

confidence 

intervals is a 

danger that leads

to fail to reject an 

incorrect H0
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The Trace Test Statistic λtrace

• H0 : r= r0

• H1 :   r> r0

• Compare λtrace  to 5% critical value:

• if λtrace is > the 5% Critical Value    Reject H0

Possible outcomes:

• λtrace(0) > 5% Cv : One or more cointegrating
vectors

• λtrace(1) > 5% Cv : Two or three cointegrating
vectors

• λ trace(2) > 5% Cv : More than two cointegrating
vectors
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The Max Eigenvalue Test Statistic λmax

• The maximum Eigenvalue follows the same

reasoning and asks the same question yet

assumes different null and alternative 

hypotheses:

• H0 : r= r0

• H1 : r= r0 + 1

• So, starting with r0 = 0 (No Cointegration), 

rejecting H0 means there is only one 

cointegration relationship (i.e: only one 

possible combination of non-stationary

variables that generates a stationary process). 12



The Max Eigenvalue Test Statistic λmax

• H0 : r= r0

• H1 : r= r0 + 1

• Compare λmax to 5% critical value:

• if λmax is > the 5% Critical Value    Reject H0

Null
Hypothesis

Alternative 
Hypothesis

Λmax

Value

5%  Critical
Value

10%  Critical
Value

r= 0 r = 1 λmax (0,1)

r = 1 r = 2 λmax(1,2)

r= 2 r = 3 λmax (2,3)

Not advised to 

reject H0  based on 

the 10% Critical

value as using wide

confidence 

intervals is a 

danger that leads

to fail to reject an 

incorrect H0 13



The MaxTest Statistic λtrace

• H0 : r= r0

• H1 :   r= r0 +1

• Compare λtrace  to 5% critical value:

• if λtrace is > the 5% Critical Value    Reject H0

Possible outcomes:

• λmax(0,1) > 5% Cv : Only one cointegrating vector

• λmax(1,2) > 5% Cv : Two cointegrating vectors

• λ max(2,3) > 5% Cv : Three cointegrating vectors
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Johansen Cointegration Test in Eviews 8

Steps:

• Open all variables as « Group » then:

• Quick > Group Stat. > Johansen Cointegration
Test > Type all the variables under study (all of 
them should be at level) > Click OK.

• Choose Option « 3 » in the dialog box (! : 
Number of lags)

• What now? Based on results obtained, when
rejecting the null hypothesis (hence finding the 
number of cointegrated variables, i.e the ones
that exhibit a long run relationship), run VECM. 
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Johansen Cointegration Test Output 

(page 10 of handout – Practical 2)

 Cointegration Vectors
 Full rank = when “r” (number 

of cointegrating relations) = 
“n” (number of series), i.e
that all the vectors in the 
matrix are linearly 
independent, which also 
means that all the series in 
the cointegrating space 
should be I(0)
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Johansen Cointegration Test Output 

(page 12 of handout – Practical 2)

number of cointegrating relations 
under the null hypothesis

Results to compare with 5% 
Critical values

Results to compare with 5% Critical values



Note that:
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• The trace statistic and the maximum 

eigenvalue statistic may yield conflicting 

results. For such cases, you need to 

examine the estimated cointegrating

vector and base your choice on the 

interpretability of the cointegrating

relations; see Johansen and Juselius

(1990) for an example.



VECM in Eviews 8

Steps to examine the entire VECM:

In the «• Johansen Cointegration Test » window –
Proc > Make Vector Autoregression > Click OK.

Fill• the diaolog box « VAR Specification » 
accordingly,

VECM output • we get a system of equation (in Lab
2 practical, we get 3 equations D(LNX), D(LNIT) 
and D(LNFR).
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VECM OUTPUT

A system of equation of 
3 Dependent Variables

About 1.7% of disequilibrium 
is corrected each month by 

the changes in LNX 



VECM in Eviews 8
Steps to examine the entire VECM (follow-up):

• We need the p-values for the CointEq1. How to do it?

Proc > Make System > Order by variable (we obtain the full 
system of equations),

• Copy the first equation, go to Quick > Estimate Equation > 
Paste the equation in the dialog box > Ok. 
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VECM in Eviews 8

Steps to examine the entire VECM (follow-up):

• The output will show results for the first difference
of variables in the system of equation,

• !!!: In the output, you need to find a negative sign
and significant first coefficient (in cointeq1): This 
means that if there is any drift from long run
relationship, there is an error correction 
mechanism that brings back the variable to the 
long run equilibrium. 
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VECM in Eviews 8

Steps to examine the entire VECM (follow-up):

• What if this first coefficient is negative but 
insignificant?

• This is an indication that the model specification
probably needs readjustment and / or the 
problem lies in the data (you need to have enough
observations compared to the number of 
parameters you want to estimate). 
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